Bat Algorithm, Particle Swarm Optimization and Grasshopper Algorithm: A Conceptual Comparison
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ABSTRACT
Computer science, mathematics and operational research comprises of optimization problems. Use of the optimization techniques to solve the engineering problems and by making the most it from the available resources to find the optimum solution to the specific problem is the need of today. By performing exploration and exploitation in the given domain space various algorithms have been designed, the motive of this research paper is to find the best available approach of optimization from the recent researches. In this context, three types of metaheuristic approaches bat algorithm, particle swarm optimization and grasshopper optimization are selected and tested to find the optimum solution efficiently. Bat algorithm is inspired from echolocation behaviour of bats, particle swarm optimization is also nature inspired algorithm based on the swarm made by the birds in search of food in the space, while the grasshopper optimization is based on the swarm made by the grasshopper in the adult age and the behaviour is combined with the larval stage of the grasshoppers. Experimental results were analysed and it is observed that GHA performs better than PSO and BA.
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INTRODUCTION
Optimization is one of the most critical part of science, which revolves around a lot of problems we face in daily life, in many of the cases there is limitation of the knowledge about the boundaries of the problems, parameters of the problem and also there are very much limitations are of the time as well[1]. And the way of doing with the least of the knowledge and resources, achieve the near to the best solution is certified as optimization. Optimization is the process of finding the most effective and very much favorable value and condition. By minimizing and maximizing the function set values of a problem and choosing the right input values from the given domain of values one can find the get the optimum solution the problem. Optimization problem can be classified into sub such as Nature inspired optimization techniques, Linear programming, Cluster based optimization techniques, Metaheuristic approaches, Approximation algorithms etc. The final aim of all such techniques and methods is to find the optimal solution to the problem, with in a specific time frame[1], [2].

Metaheuristic approaches are very much easy to implement in comparison to the other methodologies named earlier and they produce comparatively better solution to the problems, the most important point to be noticed here is that the metaheuristic approaches do not require any gradient information about the problem, as they are problem independent techniques, and once they are understood well, can be applied to various scientific optimization problems we face today[3]. Metaheuristic algorithms are general purpose algorithms and they can be applied to any optimization problem, as the metaheuristic approaches uses combinatorial approach and the solution is find out by exhaustive methods to achieve the optimum solution. They can also be viewed as top level general purpose methodologies which are used in guiding strategies in finding the underlying heuristics[4]. There are various metaheuristic approaches are being proposed by various researchers in the relevant field, so the main question arises what technique to follow.

In this paper three different metaheuristic approaches: Bat Algorithm, Particle Swarm Optimization and Grasshopper Algorithm are used for finding solutions and results are compared. Bat algorithm comprises of the ecological behavior of the bats and it is nature inspired metaheuristic approach[5], Particle Swarm is based on the group of birds flying in search of food in a space, these birds with the self-memory behavior and their social behavior can find the location of the food in that space[6]. Where-as in the grasshopper the two stages are the key to this technique, that is one is the early larval stage in which the movement is very slow and the coverage is also in a very small area, where-as in the adult hood the movement is fast and the coverage becomes very much wider[7]. This paper aims to compare the
grasshopper with bat algorithm and Particle swarm optimization algorithm on the factors such as like minimum run rate and the success rate. Firstly, the bat, particle swarm optimization and the grasshopper are briefly explained and in the second part the experimentation part is explained and discussed in the second part. The experimental factors and the results are then show listed in the third part and finally the forth part concludes the paper.

**BA, PSO and GHA ALGORITHMS**

**A. Bat Algorithm**

Bats are stunning as well as splendid animals to work with. The echolocation capability of the bats is the key feature which creates the interest of the researchers in them, bats are the only mammals on earth which have wings as well as show the echolocation behavior as well. They are of variable sizes, some of the mammals in bats species are very small such as a small insect (weighs in grams) to the some of them are massive as of with the wing span around 2 meters and around 2 kg in weight as well. Certainly, some species in bats have a very good eyesight and most of them also have a very sensitive smell sense[5]. Nevertheless, we are here interested in the echolocation behavior of the bats the most and how it can be associated with the objective function that is to be optimized[2].

Bat algorithm is a metaheuristic algorithm which as usual will work on the approximation and the following are the appropriate direction of work is as follows:

- Bats uses echolocation behavior to sense the distance around them as well as the obstacles around them and also they can differentiate between their food in which they are interested and the things in which they are not interested;
- Let the velocity of a flying bats is $a_i$ on some position $x_i$ and the frequency is fixed $f_{min}$, loudness is $L_0$ and the variable wavelength is $\alpha$ for the search of food. The wavelength or the frequency can be automatically adjusted and the rate of emission $r \in [0,1]$ which totally depends on the proximity of their aim;
- Sometimes the loudness $L_0$ may vary, so it is assumed that the loudness ranges from $L_0$ to a minimum constant value $A_{min}$[5].

In addition to the above assumptions and the approximation rules, some more approximations are also used for simplification. We can use any range of wavelength and frequency for a specific problem such as $[f_{min}, f_{max}]$ i.e. [10kHz, 1000kHz] with respect to the wavelength $[\alpha_{min}, \alpha_{max}]$ i.e. [0.1mm, 20mm]. It is well known that higher is the frequency shorter is the wavelength and most probably it will travel shorter distance as in case of bats, so it is also assumed that the $f \in [0, f_{max}]$ and the rate of pulse is in the range of $[0,1]$, where 1 means max rate of pulse emission and 0 means no emission. Using the above assumptions, the bat algorithm is:

**Algorithm 1 Bat algorithm**

Objective function $f(X) = X(x_1, \ldots, x_z)^T$

Initialize the bat population $X_i$ $(i = 1, 2, \ldots, n)$ and $ai$

Define pulse frequency $f_i$ and $X_i$

Initialize pulse rates $r_i$ and the loudness $L_i$

while (t < Max number of iterations)

Generate new solutions by adjusting frequency, And updating velocities and locations/solutions

if ($rand > r_i$)

Select a solution among the best solutions

Generate a local solution around the selected best solution

end if

Generate a new solution by flying randomly

if ($rand < L_i \&\& f(x_i) < f(x*)$)

Accept the new solutions

Increase $r_i$ and reduce $L_i$

end if

Rank the bats and find the current best $x^*$

end while

Post-process results and visualization
B. Particle Swarm Optimization

Particle swarm optimization is a nature inspired metaheuristic approach which consists of the behavior of a group of flying birds in search of food in a space, but all the birds at first do not know about where the food is in the space, likewise in the case of bats, here also with the self-memory behavior and the social behavior can find out the location of the food for them[8]–[11]. One can also view this system as a simulated biological behavior of the group and the genetic algorithm, but the particle swarm optimization algorithm is more fast, simple, less genetic and a quality algorithm for natural selection and solving other likewise complex problems, to find out the optimum solution efficiently and quickly [8].

Every point in the group or bird or the \( i \)th particle is represented as \( Yi = (yi1, yi2, \ldots, yid) \). The previous best position (the best fitness value previous) of the \( i \)th particle is registered and represented as \( Zi = (zi1, zi2, \ldots, zid) \). The index of the particle in the group is represented by \( g \). The rate of velocity of the group is represented as \( v = (vi1, vi2, \ldots, vid) \). The particles are controlled by the following equation:

\[
vid = vid + c1 \cdot \text{rand}() \cdot (zid - yid) + c2 \cdot \text{Rand}() \cdot (zgd - yid) \quad (B1)
\]

\[
yid = yid + vid \quad (B2)
\]

Where \( c1 \) and \( c2 \) are the positive constants and \( \text{rand}() \) and \( \text{Rand}() \) are two random functions in the range [0,1].

In particle swarm optimization the group remains intact throughout the experimentation, the selection of individual particle is not performed as in case of genetic algorithms, only the velocity is recorded during the course of run and the comparison is performed of its own previous best position and the previous best position of its companions[8]. In particle swarm optimization the strategy parameter called the inertia weight is used to balance between the local and the global search, so the equation \( B1 \) and \( B2 \) changes to:

\[
vid = W \cdot vid + c1 \cdot \text{rand}() \cdot (zid - yid) + c2 \cdot \text{Rand}() \cdot (zgd - yid) \quad (B12)
\]

\[
yid = yid + vid \quad (B22)
\]

Where \( w \) is the inertia weight, where a large inertia weight describes a global search and a small inertia weight is used to balance between the local and the global search, so the equation \( B1 \) and \( B2 \) changes to:

\[
vid = W \cdot vid + c1 \cdot \text{rand}() \cdot (zid - yid) + c2 \cdot \text{Rand}() \cdot (zgd - yid) \quad (B12)
\]

\[
yid = yid + vid \quad (B22)
\]

C. Grasshopper Algorithm

Grasshoppers are insects and called as pest, because they cause heavy damage to the crops, they are also known as plant eaters. Grasshopper exists on the ground basically having very strong legs, which helps them to escape from sudden threats and predators. Some grasshoppers can also change colors and also form swarms. The size of the swarm or the group can be gigantic and can ruin the farm within a short span of time. They can form swarm while in the air so that they can migrate over long distances. The key features are as follows: the larval phase is very slow and steady, in contrast to the long and rapid movements in the adulthood, food seeking ability is also a key feature while selection of the grasshopper optimization technique[7].

The mathematical equation to show the simulation of the swarm creation and behavior of the grasshopper is shown as:

\[
Xi = Yi + Gi + Wi \quad (C1)
\]

Where the \( Xi \) represents the \( i \)th grasshopper position, 
\( Gi \) represents the gravity force, 
And the wind advection is represented as \( Wi \).

Now the random behavior of the equation can be represented as

\[
Xi = r1Yi + r2Gi + r3Wi \quad (C2)
\]

Where \( r1, r2 \) and \( r3 \) are the random numbers in the range [0,1].

\[
Yi = \sum_{j=1}^{N} s(dij) \cdot dij \quad (C3)
\]

Where \( dij \) is the distance between the \( i \)th and \( j \)th grasshopper and the \( dij = |x_j - x_i| \),
The social forces are represented as

\[
s(r) = f \cdot e^{-r+l} - e^{-r} \quad (C4)
\]

Where \( f \) indicated the attraction and \( l \) is the attractive length scale for the grasshopper.
The G component in the equation (C1) is calculated as:

\[ G_i = -ge \hat{e} \]  

(C3)

Where \( g \) is the gravitational constant and \( \hat{e} \) shows a unity vector towards the center of the earth.

The W component of the equation (C1) is:

\[ W_i = u \hat{e} \]  

(C6)

Where \( u \) is the drift component and \( \hat{e} \) is a unity vector in the direction of the wind.

Now substituting the values if Y, G and W in equation (C1),

\[ Y_i = \sum_{j=1}^{N} s_j \left( x_j - x_i \right) \frac{x_j - x_i}{d_{ij}} - g \hat{e} - u \hat{e} \]  

(C7)

Where \( s(r) = f e^{-r^2} - e^{-r} \) and \( N \) is the number of grasshoppers[7].

**EXPERIMENT**

Different functions are used in this paper for evaluating the success of the Bat algorithm, Particle swarm optimization and Grasshopper in the Table 1. By comparing the numbers of the function evaluations for a given accuracy, we acquired the desired results. In the simulations the tolerance is fixed to \( \leq 10^{-5} \) and for 10 Monte-Carlo runs each algorithm is run, so that effective analysis can be achieved. It is observed that in most of the cases the sufficient population is 20 to 60 and we have the size of the population is \( n = 10 \) to 250, so the population is fixed to \( n = 40 \) for all the conditions.

Various benchmark functions used for testing[12]:

\[ f_0(x) = \sum_{i=1}^{n} x_i^2 \quad \text{(Sphere)} \]

\[ F(x) = -20. \exp \left( -0.2 \sqrt{\frac{1}{n} \sum_{i=1}^{n} x_i^2} \right) - \exp \left( \frac{1}{n} \sum_{i=1}^{n} \cos(2\pi x_i) \right) \quad \text{(Ackley)} \]

\[ f_1(x) = \sum_{i=1}^{n-1} \left( 100(x_{i+1} - x_i^2)^2 + (x_i - 1)^2 \right) \quad \text{(Rosen–brock)} \]

\[ f_2(x) = \sum_{i=1}^{n} (x_i^2 - 10 \cos(2\pi x_i)) + 10 \quad \text{(Rastrigin)} \]

\[ f_3(x) = \frac{1}{4000} \sum_{i=1}^{n} (x_i^2 - \cos(\frac{x_i}{\sqrt{i}})) + 1 \quad \text{(Griewank)} \]

A. **Experimental result analysis**

1) **Minimum run time analysis**: All the three algorithms BA, PSO and GHA are compared on the factor of run time. As shown in the figure 1 the GHA showed the minimum run time amongst the three algorithms.
2) **Success Rate**: The figure 2 shows the success rate for BA, PSO and GHA. The success rate of the GHA is found better while BA showed comparatively better results than PSO.

![Figure 2: Comparative analysis of success rate among algorithms](image)

**CONCLUSION:**

From the experiments it is clear that the grasshopper outperforms the rest of the two metaheuristic approaches that are bat algorithm and particle swarm optimization in all the three aspects covered. The grasshopper also proves to be better in terms of speed of convergence, so GHA can be used as a powerful technique to solve the different optimization techniques we face in different areas of science today to achieve the best and optimum solution in a specific time period, as GHA takes less time for generating optimum or near optimum solution as compared to the BA and PSO. As in BA there is no provision to memorize and store the information about the previous better solution and because of this it ends up in missing the solutions.

In future, some more concepts and modifications can be added to it to fine tune the parameters and the effect of this can be measured.
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